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Abstract

During the last two decades the interest about computer vision raised steadily with multiple applications in fields like medical care, automotive, entertainment, retail, industrial, and security. Object detection is part of the recognition problem, which is the most important scope of the computer vision environment.

The target of this thesis work is to analyse and propose a solution for object detection in a real time dynamic environment. RoboCup@Home will be the benchmarking event for this system, which will be equipped on a robot competing in the 2018 event. The system has to be robust and fast enough to allow the robot to react to each environment change in a reasonable amount of time.

The input hardware used to achieve such system comprise of a Microsoft Kinect, which provides an high definition camera and fast and reliable 3D scanner. Through the study and analysis of state-of-the-art algorithms regarding machine vision and object recognition, the more suitable ones have been tested to optimise the execution on the targeted hardware. Porting of the application to an embedded platform is discussed.
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<td>Binary robust independent elementary features</td>
</tr>
<tr>
<td>BRISK</td>
<td>Binary robust invariant scalable keypoints</td>
</tr>
<tr>
<td>CMOS</td>
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</tr>
<tr>
<td>CPUs</td>
<td>Central processing units</td>
</tr>
<tr>
<td>DSLR</td>
<td>Digital single-lens reflex</td>
</tr>
<tr>
<td>DoG</td>
<td>Difference-of-Gaussian</td>
</tr>
<tr>
<td>FLANN</td>
<td>Fast approximate nearest neighbor search library</td>
</tr>
<tr>
<td>FPS</td>
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</tr>
<tr>
<td>FREAK</td>
<td>Fast retina key point</td>
</tr>
<tr>
<td>GUI</td>
<td>Graphical user interface</td>
</tr>
<tr>
<td>KB</td>
<td>Kilo bytes</td>
</tr>
<tr>
<td>IFR</td>
<td>International Federation of Robotics</td>
</tr>
<tr>
<td>ISR</td>
<td>Intelligent service robot</td>
</tr>
<tr>
<td>LoG</td>
<td>Laplacian-of-Gaussian</td>
</tr>
<tr>
<td>NSS</td>
<td>Nearest neighbor search</td>
</tr>
<tr>
<td>OSs</td>
<td>Operating systems</td>
</tr>
<tr>
<td>ORB</td>
<td>Oriented FAST and rotated BRIEF</td>
</tr>
<tr>
<td>PCs</td>
<td>Personal computers</td>
</tr>
<tr>
<td>RANSAC</td>
<td>Random sample consensus</td>
</tr>
<tr>
<td>SIFT</td>
<td>Scale-invariant feature transform</td>
</tr>
<tr>
<td>SURF</td>
<td>Speeded-up robust features</td>
</tr>
<tr>
<td>YAML</td>
<td>Yet Another Markup Language</td>
</tr>
</tbody>
</table>
1 Introduction

The target of this thesis work is to analyse, and propose a solution for object detection in a real time dynamic environment, then the development of a vision system able to detect known objects. The overall requirement of the thesis work is object detection to fulfill high productivity, defined as relative execution time of a task when compared to a human, in a typical service tasks. The accuracy of the detection is taken into account as well as the time response of the system. The last is determined by the speed, calculated as Frames per second (FPS), at which the system is able to obtain images from the camera, and perform analysis on it.

The vision system achieved at the end of this thesis will be used as starting point for the development of an Intelligent service robot (ISR) [1] which will participate in the 2018 RoboCup@Home.

1.1 Computer Vision and Object Detection

Computer vision is that field of Artificial Intelligence that through acquisition of real world images, processing, analysis, and understanding aim to produce numerical or symbolic information in the form of decisions [2][3]. Applications for computer vision vary from industrial machine vision systems [4] to robots that can comprehend and interact with the world around them [5].

Computer Vision is a fast growing area of research thanks to increasing power of hardware and software. This is due the fact that optical object detection is a very challenging task since it has to deal with many problems at once: different views of an object, various light conditions, surface reflections, and camera noise are just some of them [6].

Scale-invariant feature transform (SIFT)[7] and Speeded-up robust features (SURF)[8], state-of-the-art feature detection algorithms, which will be described in section 3.2, are able to partially solve these problems by computing image features, which are invariant anent scaling and rotation [9]. On the downside these algorithms are computational demanding and require powerful hardware to operate in real time [8]. For this reason the application, based on OpenCV[10], has been entirely developed using standard computer hardware. Its porting into an embedded platform is discussed in section 6.

1.1.1 Object Detection

Since SIFT feature work by David Lowe [7], interest toward the area of feature detectors and descriptors has raised, encouraging more research about the subject.

The use of local invariant features facilitate the development of robust and efficient recognition proposals, which are able to achieve excellent results despite disadvantageous viewing conditions and partial occlusion.

The most used approach in the study of object detection is the use of image sets [11] to teach the system how an object looks like. These sets consists of a large number of views of the object from different perspectives [12], as the recognition must be invariant to view point changes such as rotation and scale [13], from which the system will extract relevant data.

The methods SIFT, SURF, and basically all the related algorithm derived by them, use to achieve object detection can be summarized into the following steps:

1. Find a set of distinctive key points.
2. Outline a region within a given distance from each key point.
3. Extract and normalise the previously detected region with regard to scale invariance and orientation.

4. Compute a descriptor from the normalised region.

5. Match the local descriptors.

During the first three phases some invariant features of each image in the object image set are selected. To do so, SURF combines a Hessian-Laplace region detector with its own gradient orientation based feature descriptor to discriminate among the features selection [8]. SIFT can use a combination of many region detectors achieving generally good performance [14].

The same analysis is then repeated on the analysed image, or video frame. In the next phase the obtained features are encoded in descriptors; such descriptors are then used in the upcoming matching where the two feature sets are confronted in order to get analogies. If any can be found, usually using a threshold of 5 or more correspondence, the object is detected in that scene.

As a features detector SURF is the most used solution, concerning detection of known objects in a small and dynamic environment. Differently there are many valid solutions available to compute descriptors. A deeper analysis about two of them, Fast retina key point (FREAK)[15] and Binary robust invariant scalable keypoints (BRISK)[16], is described in details in chapter 3.3.

1.2 Intelligent service robot

The International Federation of Robotics (IFR) has proposed a definition of a service robot:

“A service robot is a robot which operates semi or fully autonomously to perform services useful to the well being of humans and equipment, excluding manufacturing operations.”

[17]

This definition is put in the framework of typical benchmarking events, such as the RoboCup@Home competition, which has defined several generic work tasks to be performed by autonomous robots.

Productivity is seen as an overall measurement of performance speed that is believed to be an essential feature for any robot co-operating with humans in the context described above. An ISR that interacts with humans needs to be perceived as capable and easy to use [18]. If the robot is seen as a very slow partner, user acceptance quickly degrades.

1.3 RoboCup

RoboCup [19][20] is an annual global robotic competition for autonomous service robots aimed to foster AI and intelligent robotics by providing a series of different challenges. Many teams from different countries join the event challenging each other in five different competition each with a number of leagues. Each of this challenges focus on different aspects.

RoboCup@Home target is the development of a service robot which will be used for domestic applications. The robot capabilities are judged by its performance results in human robot interaction and cooperation, navigation and mapping in a realistic non standardized home environment, computer vision and object recognition and manipulation.

The task a robot must complete will range from registering itself for the competition, to performing service duty such as cleaning, or butlering for a previously unknown person, to grocery shopping in real world locations.

---

1Laplacian-of-Gaussian (LoG), Difference-of-Gaussian (DoG), Harris-Laplacian , Hessian-Laplace
2RoboCup Soccer, RoboCup Rescue, RoboCup@Home, RoboCup Logistics League, RoboCupJunior
1.4 Problem Formulation

The main challenge that an ISR has to face is the variable nature of the surrounding human environment while accomplishing both autonomous tasks and human guided tasks [21]. The ability to recognise and interface with objects is of primary importance.

Visual object recognition is a key function of the human brain. It tolerates fluctuations given by variable illumination and different viewing angles of the object [22]. The act of recognizing objects is a natural activity for humans as they possess a remarkable ability to determine what things are simply by looking at them [12]. Using prior knowledge, expectations and reasoning humans can effortlessly figure out objects they have knowledge of, and categorize unknown ones through knowledge fusion and exclusion, automatically weighting all the information given by visual inputs [23].

In computer vision, matching visual objects is challenging on a number of fronts. It is a very tough computational problem as each existing object can cast an infinite number of different images into a Complementary metaloxidesemiconductor (CMOS) image sensor. This is due to the fact that it is not possible to represent all possible projections of an object, due to position, pose, lighting and background variations relative to the camera [24].

Despite years of research and experience, actual ISRs are still far from perfection. The efficiency of ISRs participating to Robocup is arguable. The contestant fail when trying to detect objects and interface with them on the testing arena.

During the latest RoboCup Open, all the contenders showed big software issues. While analyzing the surrounding environment, they failed the detection of objects positioned right in front of them often abending, showing lack of robustness, and spending a great amount of time computing. Those failures are oddly surprising considering the static nature of the environment setting, with artificial lights, blank backgrounds and lack of movements during object analysis.

This poor performance observed in ISR can be reduced if lower resolution is used to sense the external world. Lowering the working resolution does speedup the detection analysis. On the other hand, it reduce the sensibility of the system, constraining the detection to a closer range. The question which comes to mind is:

Main Research Question: “Is it possible to develop a vision system able to detect known objects at high frame rate, without sacrificing quality and distant detection?”.

Using a higher resolution camera will allow the system to get a larger window view to the external environment, granting the possibility to enhance certain detail and get better results in terms of detection.

1.5 Thesis outline

This thesis is organized in the following sections: in section 2 is presented the method used to carry out the thesis. In section 3 related works and algorithms used in the field of computer vision and object detection are presented and described. Section 4 illustrate the software and different algorithms developed during this thesis work. In section 5 the experimental evaluation of the system is presented with a brief discussion on the result of the tests. Section 6 gives a personal view on possible future work. Finally, in section 7 main ideas are summed up to give a brief explanation about the entire thesis work.

\[^3\text{Type of active pixel sensor made using the CMOS semiconductor process where circuitry next to each photo sensor converts the light energy to voltage and then to digital data.}\]
2 Method

For this thesis work System Development Research [25] method has been chosen. This method is adopted when is hard to obtain a theoretical solution. As proposed by this method, a system has to be developed to prove that a given solution is valid to solve the proposed research question. This is done by evaluating the results obtained and, eventually, applying correction to the system.

As shown in figure 1 the method consists of five phases.

![Figure 1: System Development Research process.](image)

In the first phase, a research question needs to be formulated. This question, as stated by Nunamaker and Chen [25], needs to be important in the applied field and clearly stated. The system functionalities need to be investigated together with the requirement. Existent and relevant literatures must be studied so that valuable information can be extracted and used to match the problem. Such literatures have been identified using manual research on two important digital libraries, IEEE[26] and ACM[27]. This research helped to define state-of-the-art algorithms regarding object detection which are presented in section 3.

In the second phase the system architecture must be defined with all the components and their interactions and functionalities. The fulfillment of the target objectives is predominant during the choice of constraints for the system components. Of course the system must be designed to be modular and easy to extend.

System analysis and design is done during the third phase. Here the functionalities to be implemented are driven by the project requirement and can be partially determined by the research sponsor request [25]. Alternative solutions need to be evaluated while one solution must be chosen and carried out.

The system is then built. Its implementation is the proof of the design feasibility and functionalities usability. During this phase the researcher can judge if the choice of framework and component has been appropriate. Such knowledge can be used to re-design or refine the system. Furthermore researchers gain insight about the problems and complexity of the system.

The last phase regards the evaluation of the system. It is observed by case study and evaluated by laboratory experiments. Purpose of these tests is to measure the performance and usability of the system, as stated in the requirement definition phase. Extensions can be developed as result of observation of the system’s usage.
3 State-of-the-art: object detection algorithms

Despite the fact that there are many different methods applicable to object detection to choose from, picking the most suitable and ensuring that it meets the application requirements can be very difficult.

The use of local features algorithms help to achieve object detection within the thesis requirements. In the following sections will be explained in details the logic behind the state-of-the-art algorithms.

3.1 Local Features

Local features are the foundations on which this object detection work is built. The concept behind this is to describe a parsed image with a set of points, called key points or points of interest. Each key point can be described as an image pattern that diverges from its immediate neighborhood. This change is correlated to some image properties such colour, texture and intensity.

Thanks to these features the algorithms are able to identify local structures in the image and compute an encoded image invariant to translation, rotation, and scaling[28].

This extraction mechanism has to give the same feature as result of multiple iteration of the same object, given similar images.

Furthermore, features should be unique for each object to avoid misinterpretation with other image structures. Finally to detect a partially occluded object, an ample number of feature regions is needed to cover the target [28].

3.1.1 Key Point Detector

Depending on the nature of the viewpoint diversity expected for the target application, the opportune detector must be chosen. The key points detected in an image must be the same in a geometrically transformed version of the latter and found in corresponding locations.

The detector needed for this thesis purpose has to be invariant to all kind of transformations like rotation, translation, scaling and affine transformations [Figure 2].

![Geometric transformations that must be handled by the key points detector.](image)

When dealing with larger viewpoint changes, as in dynamic environment matching applications, affine invariance becomes paramount in order to still establish correspondences [29].
During RoboCup competition, ISRs are requested to recognise certain objects which are situated in predefined places. The distance and movement speed at which the recognition must be executed is such that a scale invariant algorithm will suite perfectly without any substantial precision loss.

3.1.2 Local Features Descriptor

After the detector has extracted interested points from an image, the region around those must be encoded in a feature descriptor or feature vector, which will be later used for discriminative matching [29].

The ideal descriptor captures the most important and distinctive information content enclosed in the detected salient regions, such that the same structure can be recognized if encountered [16].

Among the different existing approaches to describe the area surrounding a feature point, there are two main school of thought/denominations: local histograms based descriptors and binary descriptors.

The first category will be discussed together with their related detectors algorithms, while the seconds will be outlined afterwards.

3.2 Feature Detection Techniques

In this section the algorithms which were considered are described in details. First SIFT and SURF operation is illustrated. They provide both detector and descriptor functionality. Their performance can be extended with the use of other algorithms which adopt a different approach to achieve descriptors characterization.

3.2.1 SIFT

Presented in 2004 by Lowe [7], SIFT provides a great tool for extracting distinctive invariant features from images. It consists of four computation stages:

1. Scale-space extrema detection
2. Keypoint localization
3. Orientation assignment
4. Keypoint descriptor

The first phase uses a Difference-of-Gaussian (DoG)\(^4\) function to identify potential interest points that are invariant to scale and orientation. Basically an image pyramid is built and each layer is filtered using a Gaussian.

In the second stage, a detailed model for each candidate is used to determine location and scale. Key points are selected based on measures of their stability: the ones which have low contrast or are poorly localised on an edge are eliminated from the previously built list.

In the next step each key point is given a consistent orientation based on local image gradient directions. This is to achieve invariance to rotation, by delineating descriptors relative to key points orientation.

\(^4\)Feature enhancement algorithm that involves the subtraction of one blurred version of an original image from another, less blurred version of the original
The same gradients are then used to create the key point descriptors. First they are rotated to line up with the key point orientation and then weighted by a Gaussian. A set of histograms are created using such data. The largest orientation values in the histogram are used as the main orientation of the feature descriptor [Figure 3].

![Figure 3: Visualization of SIFT descriptor computation. Image Source: [7]](image)

At the end of the process, the original image data is transformed into scale-invariant coordinates relative to local features. For a 500x500 pixels image around 2000 stable features will be generated (depending on both image content and parameter choice)[7].

Despite being very good at matching locally affine pieces of images, SIFT is computationally expensive. Gaussian scale-space and gradient direction histogram computations take a large amount of time to be calculated.

### 3.2.2 SURF

The SURF algorithm, proposed by Bay and Tuytelaars [8] is based on the same principles as SIFT, but resorts to a different scheme and provides better results in a shorter time. As SIFT, SURF focus on scale and in-plane rotation invariant local features detection. It offers a good compromise between feature complexity and robustness to commonly occurring deformations [30]. SURF is not fully affine invariant as can be seen in figure 4.

Skew, anisotropic scaling, and perspective effects are assumed to be second order effects, that are covered to some degree by the overall robustness of the algorithm. When the view angle falls under 60° it displays partially invariant behavior to viewpoint changes. Raising the incidence angle over 60°, SURF can match some features but not enough to detect the object.

SURF detection’s core is based on the determinant of the Hessian matrix. Integral images and approximated kernels are used to approximate and speedup the convolution, three times faster than DoG used in SIFT [31], which otherwise would be computational costly[8].

In SIFT, DoG is used to build up an image pyramid with different scales of the same image. In SURF different scales of Gaussian masks are used [Figure 5] instead, keeping the image unaltered, saving time on the downsampling process [32].

The pyramid is then filtered using a box filter approximation of second-order Gaussian partial derivatives [Figure 6], since integral images allow the computation of rectangular box filters in near constant time [8]. Essentially, Gaussian scale-space and the histograms of the gradient direction are replaced by fast approximations.

---

5Square matrix of second order partial derivatives of a scalar field, which describes the local curvature of a function of many variables.
Figure 4: SURF behavior with affine transformation on different angles (0°, between 30° and 60°, and over 60°).

Figure 5: SIFT downsampling image pyramid (left) against SURF integral images with upscaling filter (right). Image Source: [8]

Figure 6: Gaussian approximation by box filter in SURF. Image Source: [8]
The SURF descriptor uses Haar wavelets\cite{33} to compute how the pixel intensities are distributed within a scale dependent neighborhood of each interest point previously detected. The use of Haar wavelets increase robustness and decrease computation time \cite{34}.

A grid is built up around the feature point, split in 4 by 4 cells where Harr wavelets responses are computed at 5 by 5 regularly spaced sample points [Figure 7]. The absolute value of the response is summed, giving for each cell a 4 dimension descriptor vector, concatenated into a 64 dimensional vector.

![Figure 7: SURF descriptor extraction. Image Source: Jürgen Brauer \cite{35}](image)

### 3.3 Binary Descriptors

As explained in the previous section, SIFT and SURF are both efficient, especially the latter, and provide a good performance in detecting key point and extracting descriptors for each one. However, they are based on gradient histograms where every single pixel need to be analysed, which costs computational time.

Despite the use of integral images adopted by SURF, some applications demand faster performances.

**Binary descriptors** provide the ability to encode all the information regarding the surrounding of a feature point as binary strings.

The limited memory demand while empowering faster computation, place binary key point descriptors as a great alternative to their competitors, especially during the development of applications which target embedded vision.

Most recent binary descriptors consist of a sampling pattern, an orientation compensation method and a sampling pairs system. The pattern, which is distinctive for the chosen descriptor, is overlapped with the area around the detected key point and centered on it. Such sampling pattern is ideally a set of concentric circles.

A number of pairs of points is chosen on the pattern, and the intensity value of each point in the pair is compared with its matched one. If the first result is larger than the second, the value “1” is written in the string, “0” otherwise. When all the pairs have been analysed, the information describing the area around the key point will be encoded in a string of “0” and “1”.

The orientation compensation is a mechanism where the orientation of the interesting area is calculated relatively to some intrinsic feature of the area itself. The chosen pairs are rotated to that same angle, before evaluating the intensity, to make sure that the binary descriptor will result rotation invariant.

In the next sections two binary descriptors, which have been evaluated for this thesis purpose, are described to give a brief overview of their function. Despite being relatively new, BRISK and FREAK binary descriptors far surpass the industry standards as they perform much better than
the predecessor\(^6\) in this field [36].

### 3.3.1 BRISK

Taking in input a set of key points, the BRISK descriptor creates a binary string by concatenating the results of intensity comparisons, as previously mentioned. In contrast with other binary descriptors\(^7\), BRISK adopts a custom sampling pattern where points lie on scaled concentric rings [Figure 8].

![BRISK sampling pattern](image)

*Figure 8: BRISK sampling pattern. Image Source: [16]*

When the points are analysed, a small area around them, which radius is equal to the red circles shown in the pattern above, is taken and smoothed with Gaussian.

The BRISK algorithm defines the pairs in two subsets: short-distance-pairs, adopted to compute the intensity comparison necessary to assemble the descriptor, and long-distance-pairs, used to determine orientation [Figure 9].

Short-distance-pairs consist of sampling points which distance is below a certain threshold \(\Delta_{\text{max}}\). The distance of long-distance-pairs sampling points is above a certain threshold \(\Delta_{\text{min}}\), different from the previous one. The two thresholds are set as \(\Delta_{\text{max}} < \Delta_{\text{min}}\) such as no short-distance-pair is also a long-distance-pair.

The local gradients between long distance pairs are computed and the entire set is summed to estimate the feature orientation. Rotation invariance is obtained by rotating the short distance pairs at the same angle as the key point orientation [37]. For each pair the Gaussian smoothed intensity of one sampling point is compared with the other point of the pair. As said before, if the intensity is larger in the first point “1” is written as result, “0” otherwise. All this comparing will finally result in the binary descriptor [38].

Given a sample number of 60, the two subsets of distance pairing will count a total of 870 long and 512 short distance pairs. The descriptor will result 512 bits long.

---

\(^{6}\)SIFT and SURF

\(^{7}\)Oriented FAST and rotated BRIEF (ORB) and Binary robust independent elementary features (BRIEF).
3.3.2 FREAK

Similarly to BRISK, FREAK also makes use of a handcrafted sampling pattern. In their work Alahi et al. [15] suggest the use of a pattern similar to the human retinal sampling grid [Figure 10] where the density of receptive areas is higher in the center.

To mimic this behavior, a pattern where the points density drops exponentially with the distance from the center has been designed. Differently from BRISK the circles, or receptive fields, overlap while their size grows exponentially instead of gradually.

Each sample point needs to be smoothed to make it less sensitive to noise. The rings shown in figure 11 represent the standard deviation of the Gaussian kernel applied to the corresponding sampling point [15].

The overlapping introduce redundancy which adds more discriminative power to the algorithm allowing to reduce the number of receptive fields. The same redundancy exists in the receptive field of the retina, according to Tokutake et al. [39].

Computing the difference between pairs of key points areas and their respective Gaussian kernel, the descriptor is built as a string of one bit DoG. The matched pairs are selected differently from BRISK, which uses their spatial distance. In the used approach the best pairs are learned from training data, a coarse-to-fine [40] [Figure 12].

The first analysed pairs mostly compute feature points situated in the outer rings of the pat-
tern. The inner ring is regularly left for the latest pairs. This is done similarly to the human eye, where the peripheral vision is used to estimate the location of an object of interest while the verification is achieved with the fovea area receptive fields [41].

FREAK orientation method, which compensate rotation changes, is similar to the one BRISK uses. Only 45 pairs are selected, with symmetric receptive fields with respect to the center. The higher number of receptive fields in the inner circle grants more errors handling than BRISK. This brings to a discretization of the space of orientation driving to a load of 5 times less memory [15].
4 Object Detection System Design and Development

4.1 Work environment

Vision algorithms are mostly developed on Personal computers (PCs) with general purpose Central processing units (CPUs) as they are normally easier to use compared to dedicated embedded hardware. There is a plethora of operating systems, tools and middleware which can be used to achieve a working vision system which often uses complex, computationally demanding algorithms. Most embedded vision systems, and virtually all vision algorithms, begin life on a personal computer[23].

PCs are great platforms for research and prototyping as they are inexpensive and available everywhere. Outstanding development infrastructure are available for all the major PCs Operating systems (OSs). Generic software tools and libraries, vision specific libraries and design and simulation tools are free to use as well as an ever growing collection of example applications.

As the computational power of once weak devices keeps rising, smartphones and tablets have the potential to become effective embedded vision platforms[42].

For this thesis purpose an Intel® Core™ i5 CPU powered PC equipped with 8GB of RAM, has been configured to run the latest OpenCV libraries[43][10] taking advantages of the Microsoft Kinect[44] HD camera.

4.2 Object detection in OpenCV

OpenCV[43] is a free, open source BSD-licensed8 computer vision software library originally developed by Intel, and now maintained by Willow Garage. It amounts to over two thousand algorithms, and can be installed on Windows, Linux, and Mac OS X. It is written in C++, and its interface is developed in the same language but is available an interface in Python; recently, new interfaces in Java, and MATLAB/OCTAVE have been developed.

Applications that are written using with OpenCV run on Microsoft OS, both PC, and Phone, Linux, Apple operating systems[45], android[46], Maemo[47], FreeBSD, and BlackBerry[48].

OpenCV is designed, and optimized for real time applications, dealing with fields such security, medical image processing[49], human-computer interaction, augmented reality, and robotics, among others.

OpenCV provides all the previously discussed algorithms to achieve object detection. Although, using them without knowing how they work, and how to set the dedicated parameters, will produce unexpected results with extremely poor performance.

4.3 Software Design

Once the environment had been set up [Appendix A], the first step to be done was to design the object detection software. The pseudo code in 4.1 shows a general idea of the first rough version

---

8BSD licenses are a family of permissive free software licenses, imposing minimal restrictions on the redistribution of covered software
of how the software was conceived.

**Pseudo Code 4.1: Object Detection_v1**

<table>
<thead>
<tr>
<th>Data: $x = \text{(object template images enumerated from 0 to } N)$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>for</strong> $x \in N$ <strong>do</strong></td>
</tr>
<tr>
<td>load $x$ template image</td>
</tr>
<tr>
<td>image color preprocessing</td>
</tr>
<tr>
<td>detect image key points, and extract key points local features</td>
</tr>
<tr>
<td>store image local features in a descriptor</td>
</tr>
<tr>
<td><strong>end</strong></td>
</tr>
<tr>
<td><strong>while</strong> escape key <strong>do</strong></td>
</tr>
<tr>
<td>load camera frame</td>
</tr>
<tr>
<td>frame color preprocessing</td>
</tr>
<tr>
<td>detect frame key points, and extract key points local features</td>
</tr>
<tr>
<td>store frame local features in a descriptor</td>
</tr>
<tr>
<td><strong>for</strong> $x \in N$ <strong>do</strong></td>
</tr>
<tr>
<td>if (image descriptor) match (frame descriptor) <strong>then</strong></td>
</tr>
<tr>
<td>extract object coordinate in frame</td>
</tr>
<tr>
<td>show detected object [Figure 13]</td>
</tr>
<tr>
<td><strong>end</strong></td>
</tr>
<tr>
<td><strong>end</strong></td>
</tr>
</tbody>
</table>

Figure 13: Successful detection output from [Algorithm 4.1].

The basic idea was to have a certain amount of images representing the object to be found taken from different angles. Such images had to be stored in a certain folder, and named in a standard way, i.e. for the object “keso” the images had to be named keso_0, keso_1, keso_2, ..., keso_n, so to be loaded through a loop one by one in a Mat variable, which is the basic OpenCV image container.

As the image had to be computed by SURF to detect possible key points, it was loaded as a grayscale 8 bit image, as defined in [8]. This is due to a couple of reasons: first pattern matching has a better performance with using normalised grayscale images, coping better with different light conditions; second 8 bit dimension helps to avoid the curse of dimensionality[50]. Once the image was loaded, its key points were computed, and the local features extracted. Those information were stored in an array, to be used for the matching phase. This was done for all the object template
The next step was the camera initialization, and settings. In this stage of the software development the internal computer camera was still used. OpenCV provides a class for video capturing from video files or cameras, internal or external ones. Once the camera was initialised, single image frames were taken from it, then converted to 8 bit grayscale, and computed in order to extrapolate the local features.

To take advantage of the computer hardware the matching process was split in multiple threads, each one running on a single CPU core. The matching process was meant to take the local feature extracted from a single object template image, and try to match them with the ones found in the camera frame.

If a certain amount\footnote{A predefined threshold declared as sufficient number of features needed to detect a known object.} of matching features was found, a built-in method to extrapolate the spatial location in the frame was used, and returned as 2D coordinates. This process, and the matching will be better illustrated in the next sections.

This preliminary version of the software could achieve object detection despite the computational demand was considered excessive.

It required around 100ms for each template to be loaded, and its local features to be computed. To obtain a robust detection a picture from each angle of an object must be analysed. To obtain a more accurate result many images must be loaded, to the detriment of real time execution. More images also meant more threads running the matching algorithm, which by itself took another 250ms for a single thread. All this resulted in a low frame rate (2 FPS).

The next implementation [Algorithm 4.2] aimed to take advantage of the BRISK descriptor to speed-up the computation.

\begin{verbatim}
Pseudo Code 4.2: Object Detection v2
Data: x = (object template images enumerated from 0 to N)
1 for x ∈ N do
2     load x template image
3     image color preprocessing
4     detect image key points, and extract key points local features
5     add image local features to image descriptor matrix
6 end
7 initialize camera, and set resolution
8 while escape key do
9     load camera frame
10    frame color preprocessing
11    detect frame key points, and extract key points local features
12    store frame local features into frame descriptor matrix
13    if (image descriptor matrix) match (frame descriptor matrix) then
14        calculate object coordinate in frame
15        return object position
16 end
17 end
\end{verbatim}

The use of binary descriptor allowed to get rid of the array used to store the descriptors related to each template image. In this new version the new extracted local features were “pushed” into a matrix file as a new binary string row. This feature drastically reduce the memory usage. Furthermore, having all the features in a
single matrix, removed the need for matching the descriptors obtained from every object image with the one taken from the camera.

With this new solution the execution time was reduced by

\[
\sum_{i=1}^{n} (\text{matching time}), \; \forall \; n \in \text{template images set}
\]  

(1)

Figure 14: Visual representation of descriptor containing local feature extracted from the same image using SURF (left), and BRISK (right).

Aiming for robustness, having as reference a big number of images for object is paramount.

In the latest revision of the developed software, additional improvements have been added. To take maximum advantage of binary descriptors another algorithm [4.3] has been created to take care of local features extraction.

Pseudo Code 4.3: KeyPoints_Grabber

1. initialize camera, and set resolution
2. while escape key do
3.   stream camera video
4.   if (area is selected) then
5.     area color preprocessing
6.     extrapolate area dimension
7.     if (area dimension) > (object dimension) then
8.       object dimension = area dimension
9.     end
10.    detect area key points, and extract local features
11.   store area key points into keypoint array
12.   store area local features into descriptor matrix
13. end
14. export object dimension, keypoint array, descriptor matrix to file

This simple script allows the building of a file containing all the needed information for detecting an object. The produced output is a Yet Another Markup Language (YAML) [51] file. YAML syntax [Figure 15] was designed to be easily mapped to data types common to most high-level languages constructs like lists, arrays, and matrices.

For this thesis purpose it has been set to export three fields, dim, keypoints, descriptors, defined by a known string so to ease the importing phase. The big advantage of using this system is
the capacity of the object detection system to load all the needed informations, regarding a certain object, in a single step without the hassle of looping through folder’s files.

An “.yml” file containing data of over 20 views of an object does not exceed the dimension of 400Kilo bytes (KB) while a single image used as training element accounts for the same dimension. It must also be considered that images to be used as template must be free of external visual references to avoid unrelated features to be detected. Pictures must be taken, cropped, and the eventual background removed before being parsed by the key points detection function. This new algorithm takes care of all the inconvenience [Figure 16].

Figure 16: KeyPoints_Grabber algorithm procedure

(a) Original image (b) Object area selection (c) Image cropping (d) Features extraction

The object detection algorithm in 4.2 has been edited as shown in 4.4.
### Pseudo Code 4.4: Object Detection_v3

```plaintext
while escape key do
  get object to detect name
  load object dimensions, keypoint array, descriptor matrix from file
  initialize camera, and set resolution
  while escape key do
  | load camera frame
  | frame color preprocessing
  | detect frame key points, and extract key points local features
  | store frame local features into frame descriptor matrix
  | if (descriptor matrix) match (frame descriptor matrix) then
  |   calculate object coordinate in frame
  |   return object position
  | end
  end
end
```

#### 4.4 SURF Detector

The detector algorithm choice fell on SURF. As has been touched on in the previous chapter, SURF detection algorithm uses a blob detector based on the Hessian matrix to find points of interest.

When declaring a SURF detector in OpenCV some parameters must be defined [1], as described in the algorithm documentation [52].

```
SURF(double hessianThreshold, int nOctave=4, int nOctaveLayers=2,
     bool extended=true, bool upright=false)
```

Listing 1: SURF constructor

The “hessianThreshold” defines how large the output from the Hessian filter must be in order for a point to be used as an interest point. Giving a large value will give as result fewer but more salient interest points, while a lower value will result in more numerous but less salient points.

The second parameter depict the number of Gaussian pyramid octaves the detector will use. Giving as input a bigger value than the default, which is 4, will result in larger features.

The remaining variables are not mandatory to be set. They regard the number of images to be used within each octave of a Gaussian pyramid (nOctaveLayers) set by default to two, a flag(extended) to set the computation of basic[11] or extended[12] descriptor, and a flag to enable the computation of orientation features (upright).

#### 4.5 Matching methods

Depending on which descriptor algorithm is used to extract local features, a different matching procedure needs to be chosen. In the following section there is a brief description of how the different pairing algorithms are developed in relation of the descriptors tested during the development of this work.

[12] 128 elements
4.5.1 SURF

SURF descriptor adopt the “FlannBasedMatcher” interface in order to perform a quick, and efficient matching by using the Fast approximate nearest neighbor search library (FLANN).

FLANN is a library that contains a collection of algorithms optimized for fast nearest neighbor search in large datasets, and for high dimensional features [53].

The problem of Nearest neighbor search (NSS) is defined as follows: given a set of points in a metric space, they must be preprocessed in such a way that given a new query point, finding its nearest point in the previous metric space can be done quickly [54].

FLANN operating principle is quite easy to understand with an example. The FLANN matcher takes one feature from the object template descriptor, and looks for a nearest neighbor in the descriptor extracted from the image captured from the camera.

The method used in OpenCV to perform a matching using the FLANN matcher is shown in [2].

\[
\text{FlannBasedMatcher}\cdot\text{match}(\text{Mat} \ \text{queryImage}, \ \text{Mat} \ \text{trainImage}, \ \text{vector}<\text{DMatch}> \ \text{matches})
\]

Listing 2: FLANN matcher method

The two matrices given as input are the object descriptor obtained from the template images, and the descriptor extracted from the camera image. The resulting vector “matches” contains the best match for each query key point, and its distance from it.

Once obtained a list of matches, the minimum distance between such key points must be calculated to collect only the “good” matches. Such are the ones whose distance is less than a certain threshold. This threshold is usually set as follows:

\[
\text{threshold} = \max(2 \ast \text{min\_dist}, 0.02)
\]  

(2)

If a minimum of five good matches are found, the object is detected and its coordinates in the camera image can be calculated. This operation will be explained further on in this chapter.

4.5.2 BRISK, and FREAK

As binary visual descriptors, BRISK, and later FREAK were meant for fast matching, allowing tracking while the object was moving in front of the camera. Clearly they suit events where the object is still, and the camera is changing its position.

As said before, binary descriptors computation requires less resources in terms of calculation power, and memory to store the resulting feature points [55]. The matching phase provides another speed up if done using the Hamming distance.

The Hamming distance calculated between two binary string having the same length is the number of differing bits. The matching between two BRISK obtained descriptions can be achieved with a single instruction, the sum of the XOR operation between the two binary strings [56].

\text{BFMatcher}[57] is a descriptor matcher available in OpenCV which performs matching using the brute force method\textsuperscript{13}. During its declaration [3] BFMatcher takes two optional parameters. The first refers to the distance measurement to be used while the second parameter is a boolean variable [59].

\text{BFMatcher} (\text{int} \ \text{normType} = \text{NORM\_L2}, \ \text{bool} \ \text{crossCheck} = \text{false})

Listing 3: BFMatcher constructor

\textsuperscript{13}Technique where all the possible candidates for a solution are tested to satisfy the problem statement[58]
Hamming distance, \textit{NORM_HAMMING}, is used. The matching method adopted is the one showed in [4].

\begin{verbatim}
BFMatcher.knnMatch(Mat queryImage, Mat trainImage, 
vector<vector<DMatch>> matches, int k)

Listing 4: knnMatch method
\end{verbatim}

Given both the template, and the camera image descriptors as input the \textit{knnMatch} function returns a vector containing the nearest neighbor matches. The “k” integer parameters is used to define how many match for feature must be returned.

After obtaining all the possible matches, and their neighbors, the list is slimmed down. This filtering is meant to remove unreliable matches.

\subsection{4.6 False Positives Removal}

During the matching phase, especially when operating in a dynamic environment, some features not belonging to the sought object can be confused for its own.

The matched features are used to estimate the position of the object in front of the camera. Wrong matching can lower the quality of the result reducing the accurate detection of the object. A method to assess false positive matches, and get rid of them has being developed using key points location estimation.

Each detected, and matched feature point has certain, and unique coordinates on the image matrix. The coordinates of the good matches are dumped into a \textit{Point2F} vector, which is a template class for 2D points specified by its coordinates \textit{x}, and \textit{y} [60].

Such vector is then passed to the method \ref{4.5} which will parse its content, and return only the key points belonging to the object.

\begin{verbatim}
Pseudo Code 4.5: FalsePositiveRemoval
1 determine key points average coordinate position
2 determine optimal distance from average key point position
3 for \forall key point \in key point vector do
4     if keypoint is far from average then
5         remove key point from vector
6     end
7 end

In the first phase the average values of the \textit{x}, and \textit{y} coordinates of all the key points is calculated while the minimum, and maximum values are retrieved, and stored. These are needed in the second step to calculate the optimal distance, for both \textit{x}, and \textit{y}, from the average coordinates.

The optimal distance is calculated with a custom logic operation\textsuperscript{14} [4.6].

\begin{verbatim}
Pseudo Code 4.6: Optimal distance algorithm
1 if (unsigned)(average − minimum) > (unsigned)(average − maximum) then
2     optimaldistance = (unsigned)(average − maximum)
3 else
4     optimaldistance = (unsigned)(average − minimum)
5 end

Once obtained the maximum distance from the average at which a point can reside without being considered a false positive, the removal function comes naturally as follow [4.7].

\textsuperscript{14}The operation is repeated for both \textit{x}, and \textit{y} key points coordinates.
\end{verbatim}
Pseudo Code 4.7: Key point removal logic

<table>
<thead>
<tr>
<th>1</th>
<th>for ( \forall \text{key point} \in \text{key point vector} ) do</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>if ((\text{key point}_x &gt; (\text{average}_x + \text{distance}_x)) ) (|) ((\text{key point}_y &gt; (\text{average}_y + \text{distance}_y)) ) (|) ((\text{key point}_y &lt; (\text{average}_y &lt; \text{distance}_x)) ) (|) ((\text{key point}_y &lt; (\text{average}_y - \text{distance}_y)) ) () then</td>
</tr>
<tr>
<td>3</td>
<td>remove key point</td>
</tr>
<tr>
<td>4</td>
<td>end</td>
</tr>
<tr>
<td>5</td>
<td>end</td>
</tr>
</tbody>
</table>

4.7 Position Estimation

The graphical parameters of an object, and its position estimation in object detection problems is usually obtained computing the \textit{findHomography} method \[5\].

\texttt{findHomography(InputArray srcPoints, InputArray dstPoints, int method=0)}

Listing 5: \textit{findHomography} method

The first input parameter is a \texttt{Point2f} type arrays containing the coordinates of the corner of the object to be found. Practically it keeps the dimensions of the template image, used to extract the local features, to be matched on the camera image.

The last parameter, used to describe which method should be used to compute the homography matrix, is usually associated with the Random sample consensus (RANSAC). This is an “iterative method to estimate parameters of a mathematical model from a set of observed data which contains outliers” \[61\].

The use of this method has been avoided for its request of object images. Such images need to be loaded to extrapolate the object shape, and would have overloaded the resulting software with useless information.

Needs to be mentioned that OpenCV coordinates are organised differently of a normal Cartesian plan. As the images are considered matrices, the coordinates have to be considered as rows, and columns, as shown in figure 17.

![OpenCV images coordinates management.](image)

Figure 17: \textit{OpenCV images coordinates management.}

The solution provided concerns the area around the object rather than the object shape itself. Using the vectorial sum of key points coordinates, the one situated closer to the matrix-axis origin
is taken as interesting area top-left point. In the same way the area width, and height is calculated using the object dimension loaded from file with the keypoint array, and descriptor matrix.

The algorithm [4.8] runs together with [4.7] as it requires the minimum, and maximum coordinates values to detect the area corners.

**Pseudo Code 4.8: Object area detection logic**

| Data: minimum sum = (camera image width + camera image height), maximum sum = 0  
| origin corner<sub>x</sub>, origin corner<sub>y</sub>, area width, area height, template width, template height  
|  
|  
| for ∀ key point ∈ key point vector do  
|  
| if (key point<sub>x</sub> + key point<sub>y</sub> < minimum sum) then  
|  
| minimum sum = key point<sub>x</sub> + key point<sub>y</sub>  
|  
| origin corner<sub>x</sub> = key point<sub>x</sub> − template width  
|  
| origin corner<sub>y</sub> = key point<sub>y</sub> − template height  
|  
| end  
|  
| if (key point<sub>x</sub> + key point<sub>y</sub> > maximum sum) then  
|  
| maximum sum = key point<sub>x</sub> + key point<sub>y</sub>  
|  
| area width = key point<sub>x</sub> − origin corner<sub>x</sub> + template width  
|  
| area height = key point<sub>y</sub> − origin corner<sub>y</sub> + template height  
|  
| end  
|  
| if (origin corner<sub>x</sub> + area width > maximum camera resolution) then  
|  
| area width = maximum camera resolution − origin corner<sub>x</sub>  
|  
| end  
|  
| if (origin corner<sub>y</sub> + area height > maximum camera resolution) then  
|  
| area height = maximum camera resolution − origin corner<sub>y</sub>  
|  
| end  
|  
| end  
|  
| A visual representation of the previous algorithm execution is shown in figure 18.  

With this information the camera orientation can be adjusted to direct the ISR straight to the localised target.

### 4.8 Speed-up Computation

The most computational demanding operation lie in the feature points extraction. The bigger the picture to analyse the longer the time taken. Parsing a full resolution camera frame, 1920x1080 pixels, and achieving object detection takes approximatively 800ms.

This result is achieved on a personal computer with large computational power. An eventual porting of the software on an embedded machine with limited resources, would result in extremely low performance.

Taking advantage of OpenCV image editing tools, the computation time can be drastically reduced. Once the object is detected, and its coordinates are extrapolated, the latter are used to isolate the object position in the next frame, cropping out the area around the object.

This saves the software to compute a large picture containing non interesting data, focusing all the resources on what is needed.

Cropping out a portion of the camera image results in better performance, once the object is detected. However, when the system is searching for it its reaction times are low.

As has been outlined in a previous section [4.3] the first revision of the software was using a
Figure 18: Object detection software visual output before [18a] and after [18b] the cropping procedure. [Blur has been added for privacy reasons].
multi threading system to match multiple objects’ template images at the same time. To further speed up the performance a routine [4.9] has been added.

**Pseudo Code 4.9: Camera_Frame_Crop**

1. if (object not detected) then
2.     crop camera frame in four region
3.     detect region key points, and extract key points local features
4.     store region local features into region descriptor matrix
5. while (object not detected) do
6.         if (object descriptor matrix) match (region descriptor matrix) then
7.             calculate object coordinates in region
8.         end
9.         calculate object coordinates in camera frame
10.        return object position
11. end
12. end

In 4.9 the camera image is divided in four quadrant. Each quadrant is processed to extract local features and matched with the object descriptor. This procedure is run in parallel as a single thread for each image region. If the object is detected its coordinates are calculated, so to crop its area and focus the detection process on it.
5 Test and Results

5.1 Testing the system

Some tests have been carried out to test the reliability of the resulting software using SURF as key point detector and BRISK as features extractor. The results shown below consist in the average of multiple tests executed during different days, under different lighting conditions which is common cause of failure among object detection systems.

Objects of common use or commonly present in home have been selected as test subjects. They are shown in figure 19.

![Cheese box](image1.jpg) ![Water bottle](image2.jpg) ![Yogurt](image3.jpg)

(a) Cheese box  (b) Water bottle  (c) Yogurt

Figure 19: Objects used for testing

All the objects have been tested at different distances and in multiple stances: normally positioned, rotated 90 degrees and covered up to 50%.

The first test carried out was related to computational time for a successful detection. The first bar group shown in chart 20 refers to the instant when the object detection software was executed to detect the test subjects. The entire camera frame had to be analysed and matched with the object descriptor.

Once the object was detected, its position was extracted and the frame cropped around its area. This was reflected in the following test with a drop in computation time. This is better understood looking at the chart in chart 21. Here is shows how many features point the software detected in each testing condition. In the first frame, the entire image taken from the camera is analysed, giving as result thousand of key points.

In the other poses, after the cropping phase [Algorithm 4.9], the number of detected features drops by the hundreds for each test subject. There is no lost of precision in this procedure as the important features, the ones regarding the object to be detected, appear entirely in the cropped area [Figure 18b].

The tests regarding the matching process shown in chart 22 describe the number of feature detected in the camera frame and matched with the objects descriptor ones. Here can be seen how an object which provides simple texture and has bigger dimension drives the software to better results.

The last chart [Chart 23] refers to the false positive removal algorithm 4.5. As expected false positives occurs only on the first frame, when the detection is carried out on the full resolution image. As the object detection software crop out the detected object area, no more false positives are found.
Figure 20: *Computational time (in milliseconds) test analysis.*

Figure 21: *Number of features detected in a frame.*
Figure 22: Number of features matched between the frame and the object descriptor.

Figure 23: Number of key points removed as false positives.
5.2 Results considerations

In terms of computational time, the object distance did not play an important role in keeping the results quite constant. The same can not be said regarding the other tests. Clearly the dimension and the amount of detected key points play an important role in object detection.

As shown in chart 20 a first detection of the object is achieved in an average of around 350 ms. The following frames are computed in less than 200 ms, for all the objects and at all the testing distances. Objects are detected in every tested pose, normal, rotated, and occluded up to 60%.

The method developed to crop the area around a found object [Algorithm 4.9], improves drastically the computation speed, halving the time requested for matching.

To get the best results, appropriate hardware is essential. A multicore processor allows the parallel processing of multiple frames at a time, speeding up the computation.
Due to time constrains a part of the thesis could not be carried over. Once the object has been detected, the ISR will have to engage its robotic arm to catch it. The grasping must be evaluated, keeping in mind the position of the object, its shape and dimension. The depth camera equipped by the Microsoft Kinect will provide the hardware for this next step.

Despite the software achieves quite good results, there are occasional failures due to random memory leaks. Due to lack of time could this failures could not be completely managed. Software optimization should be seen as a priority. Merging the used technology with different detection methods may lead to better results especially in terms of multiple lighting condition robustness. Two methods to look forward as photometric invariant are color-based [62] and edge [63] object detection.

The implementation of a Graphical user interface (GUI) ad hoc might be a good instrument where to provide main analysis tools.

Moreover further researches and investigation about vision algorithms should be carried out as new more robust solutions regarding computer vision and object detection are announced.

A Digital single-lens reflex (DSLR) camera, as used by the current RoboCup@Home participant, will provide better resolution images. This type of camera is expected to boost the key points detection and features extraction, as a result will empower farther vision capabilities.

Running some tests on embedded hardware was planned using a Raspberry Pi [64] as a design target. Despite the current software, which is designed and compiled to run on a 64bit Windows 8.1 machine, OpenCV can also runs on Linux, which is Raspberry primary OS. Porting of the software from Windows to a Linux powered embedded machine is technically possible; however severe drop in performance is expected due to the shortage of computational power.


7 Conclusion

Object detection softwares are unique to their specific applications, but some functions are standard for many of them. An image must be acquired from a dedicated piece of hardware, usually a camera, then pre-processed to reduce noise or correct eventual camera distortion. Next some intrinsic information are extracted from the image. Such information are called features and can refer to lines and edges or localized interest points. The latter are the feature taken into consideration for this thesis. After obtaining them, it must be determined which image points are relevant to continue the process. The remaining features are matched with a small set of data containing information related to the object to be detected.

This thesis provides a brief description of the most used object detection methods and the development of a software aimed to achieve object detection in the range of RoboCup@Home competition.

Actual RoboCup competitors show very poor performance despite years of research and use of the latest technology in the field of object detection. Their performance can be improved lowering their resolution, constraining the detection to a closer range. From here comes the research question: Is it possible to develop a vision system able to detect known objects at high frame rate, without sacrificing quality and distant detection?

Following a first period of research, state-of-the-art algorithms have been evaluated to find the most reliable methods to use regarding the thesis purpose. A software using two of those algorithms, SURF and BRISK, have been developed. Such software showed good performance in detecting known objects which key features were previously scanned and stored in dedicated files.

A method was developed to reduce the computational load, halving the detection process time by reducing the image area to be analysed to the surrounding of the object.

The last version of the object detection algorithm described in [4.4] can detect any kind of object, at various distances even if the object is moved, rotated or flipped. Occlusion is tolerated up to 60% of the total view. The degradation appears smoothly as the system is pushed over its limits.

During the tests, which were run indoor, the execution achieved great results scoring an average of 1 frame analysed every 200ms, or 5 FPS, and full detection of known objects in different poses.

These results, if compared with preliminary tests run using state-of-the-art algorithms, such SURF and SIFT, showed to be faster. While running the system using only SURF for both detection and description of key points, the average execution time have been around 1 frame every 2.5s. This was achieved using a resolution of 1920x1080 ppi. Using SIFT, the detected execution time resulted much higher than SURF. For this reason SIFT algorithms have not been considered for further comparison and tests.

Nonetheless lighting remain the biggest weakness of the software. Unless training the software under multiple lighting situations, different environment conditions during the detecting phase may lead to misinterpretations or extremely low performance in terms of robustness.

In this thesis work has been showed that an object detection system using high definition camera as input device, can be developed. The use of a high definition camera allows the system to detect object positioned far from the camera itself, without having significant drops in computational time.

The ability to focus on certain areas of the image frame extracted from the input device, enable
the system to compute the images at high computational speed, detecting and matching correctly known objects positioned in front of the camera.
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A  Environment Setup

How to setup on OpenCV 2.4.10 on Windows 8.1 64 bit OS, using Visual Studio 2013

1. Getting the software
First of all OpenCV must be downloaded from http://sourceforge.net. Despite a new version is available (3.0.0.0) this is still a Beta and give some (many) problems. So we will just go with the more stable one. You can follow the link to get it. The exe is a self extract file containing all the already compiled libraries needed to work with OpenCV. Once downloaded double click and extract the content in “C:\opencv2410\”.

2. Setting the environment
First we have to add the OpenCV path to the system environment.

1. Open a window and right click on the computer icon on the left, then “Properties”.

![OpenCV Path Setup](image-url)
2. Click on “Advanced System settings”

3. Click on the “Environment Variables...” button on the bottom
4. Search for “Path” in the “System variables” list, select it and click “Edit…” and add the following address
C:\OpenCV2410\opencv\build\x64\vc12\bin

Now we can configure Visual Studio 2013

1. Open Visual Studio and start a new project (FILE ➔ New ➔ Project…).
2. Create a Visual C++ Win32 Console Application (Installed → Visual C++ → Win32 Console Application)

3. Press “Next >”
4. Select “Empty project” and then press “Finish”

5. Now we have our project created with all its folders. Right click on the project name and select “Properties”
6. Click on “Configuration Manager” on top right and change “Active solution platform”. Select “New” and “x64” as new platform.

7. Make sure you are changing properties for “All Configurations” (top left selection menu).

8. Browse to C/C++ → General → Additional Include Directories → <Edit…> and add the following C:\OpenCV2410\opencv\build\include C:\OpenCV2410\opencv\build\include\opencv C:\OpenCV2410\opencv\build\include\opencv2
9. Go to Linker → General → Additional Library Directory → Edit and add the following path: C:\OpenCV2410\opencv\build\x64\vc12\lib

10. Now we have to add the libraries to Linker → Input → Additional Dependencies and add the following:

opencv_calib3d2410d.lib
opencv_contrib2410d.lib
opencv_core2410d.lib
opencv_features2d2410d.lib
opencv_flann2410d.lib
opencv_gpu2410d.lib
opencv_h highgui2410d.lib
opencv_imgproc2410d.lib
opencv_legacy2410d.lib
opencv_ml2410d.lib
opencv_nonfree2410d.lib
opencv_objdetect2410d.lib
opencv_ocl2410d.lib
opencv_photo2410d.lib
opencv_stitching2410d.lib
opencv_superres2410d.lib
opencv_ts2410d.lib
opencv_video2410d.lib
opencv_videostab2410d.lib